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Abstract
In Harsanyi and Selten’s equilibrium selection theory, the
linear tracing procedure has been used to model the hypo-
thetical reasoning process of expectation formation. This
paper reconsiders the linear tracing procedure from the
perspective of the relationship between priors and Nash
equilibria. A prior belongs to the source set of a Nash
equilibrium if the linear tracing procedure based on this
prior leads to that equilibrium. We show that for any Nash
equilibrium, its source set is always nonempty and closed,
but not generally convex. This paper also constructs an
approach of iterative application of the linear tracing pro-
cedure to the auxiliary games that are used to model the
hypothetical reasoning under the procedure. We present a
notion of robustness of Nash equilibria based on this idea,
by replacing uncertainty modelled by a single probability
measure with uncertainty modelled by sets of probability
measures. This approach attempts to capture the fact that
players may not be sufficiently confident in the available
information in order to single out one probability distri-
bution that represents their initial beliefs about the other
players’ possible strategy choices.

Keywords. Equilibrium refinement, linear tracing pro-
cedure, stability, robustness, sets of probabilities.

1 Introduction

There are a variety of nontrivial games, with impor-
tant applications in economics, which generate (some-
times infinitely) many different Nash equilibria. In
game theory, a strategy profile is a Nash equilibrium
if each player’s choice is an optimal response to other
players’ choices. The fundamental assumption behind
this definition is that one player’s optimal choice max-
imizes her own expected utility given the other play-
ers’ choices. The fact that there are typically multiple
Nash equilibria seems to suggest that the equilibrium
solution concept is too weak a criterion for predicting
the players’ behavior. Therefore, a great deal of effort
has been devoted to refining the concept of Nash equi-

librium by providing more stringent strategy-selection
criteria. Examples of suggested equilibrium refine-
ment concepts are Harsanyi and Selten’s risk dom-
inance ([2]), Kohlberg and Mertens’s stability ([5]),
Kreps and Wilson’s sequentiality ([6]), and Selten’s
perfectness ([8]).

Harsanyi and Selten’s idea of risk dominance cap-
tures the idea that, without knowing which equilib-
rium would be played, the players undergo an in-
trospective process of expectation formation, which
may eventually single out one equilibrium as less risky
than another. This process is fully modelled by the
so-called linear tracing procedure, which is thus the
mathematical foundation of risk dominance. One of
the basic assumptions of this model is that the un-
certainty among all players’ likely strategy choices is
represented by a common prior strategy. However,
it could be the case that the uncertainty among the
Nash equilibria in question cannot be completely re-
solved as the assumed reasoning process proceeds.
Nevertheless, the linear tracing procedure itself is a
mathematical mechanism for modelling the players’
hypothetical deliberation process about uncertainty.
We shall later return to the linear tracing procedure
and describe it in detail.

Moreover, we extend the framework of the linear trac-
ing procedure to accommodate sets of probabilities
as a representation of uncertainty. We then examine
the possibility of iteratively applying the linear trac-
ing procedure to a sequence of auxiliary games. This
may be regarded as a minor generalization of the tra-
ditional game-theoretic framework, by only dropping
the so-called “dogma of precision” ([9]), namely, that
uncertainty should always be represented by a single
probability measure. This enables us to assess the
robustness of Nash equilibria in the traditional game-
theoretic context, where uncertainty is represented in
a more realistic manner.

To explain the basic ideas, consider the two-person co-
ordination game described by Figure 1. In this game,



player 1 has two pure strategies denoted by s11 and
s12, while player 2 also has two pure strategies de-
noted by s21 and s22.

s21 s22
s11 1, 1 0, 0
s12 0, 0 3, 3

Figure 1: Coordination Game

The game has two Nash equilibria in pure strate-
gies, namely E1 = (s11, s21) and E2 = (s12, s22).
It also has one Nash equilibrium in mixed strategies,
E3 = (( 3

4 ,
1
4 ), ( 3

4 ,
1
4 )), where the first and second pairs

of numbers denote the probabilities assigned to player
1’s and player 2’s two pure strategies respectively. For
convenience, the strategy space of the game can be
described by the square ABCD in Figure 2. Any
point X of this square will represent a mixed strategy
profile δ = ((q11, q12), (q21, q22)). In particular, the
horizontal distances XY and XZ will represent the
probabilities q11 and q12 = 1 − q11 respectively, and
the vertical distances XV and XU will represent the
probabilities q21 and q22 = 1 − q21 respectively. Ac-
cordingly, the three Nash equilibria of the game can
be represented by the corner points A and C, and the
point E, as shown in Figure 2.
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Figure 2: The Strategy Space

A natural question concerning this game is which of
the three equilibria would be played. Harsanyi and
Selten attempt to answer this question by employ-
ing the linear tracing procedure to examine the risk
associated with different Nash equilibria when belief-
uncertainty is represented by a single probability dis-
tribution. Here, we want to investigate the viability of
Nash equilibria under the recursive application of the
linear tracing procedure when uncertainty is modelled
by sets of probabilities. We thereby hope to shed light
on how traditional solution concepts can be informed
by the notion of imprecise probabilities.

The remainder of the paper is structured as follows.
Section 2 provides a formal description of the linear
tracing procedure and some characterization results
concerning source sets. In Section 3 we describe an ap-
proach which involves iterative application of the lin-
ear tracing procedure to a self-generated sequence of
hypothetical games, where uncertainty is represented

by sets of probabilities. On the basis of such a re-
cursively applied linear tracing procedure, we then
formalize and investigate a notion of stability, which
measures the tenability of a prior strategy with re-
spect to a certain Nash equilibrium under this pro-
cedure. The rest of this section extends the analysis
of the linear tracing procedure to allow for represent-
ing uncertainty by sets of probabilities, and proposes
a notion of robustness of Nash equilibria. Section 4
consists of concluding remarks and suggestions for fu-
ture work along these lines.

2 Linear Tracing Procedure and
Source Sets

The linear tracing procedure is a mathematical tool
first introduced by Harsanyi ([3]), which under-
pins the equilibrium refinement concept proposed by
Harsanyi and Selten ([2]). Informally speaking, it
models how the players gradually update their strat-
egy plans in light of what they know about the oppo-
nents’ strategic reactions to their own expectations.
The procedure can be regarded as a rational delib-
eration process of expectation formation, after which
each player comes to choose a particular Nash equi-
librium and to expect the others to make the same
choice. The linear tracing process begins with a com-
mon probability distribution over all players’ strate-
gies, which represents their initial expectations about
the other players’ likely strategy choices. This way
of setting up the initial belief state is often called the
Harsanyi doctrine or, alternatively, the common prior
assumption. Under such an assumption, it would
seem that all players should adopt the best responses
against the assumed common prior. And this typ-
ically gives rise to a different strategy combination
that generally does not constitute a Nash equilibrium.
Throughout the linear tracing procedure, all players
gradually change their own tentative strategy plans,
as well as their expectations about the other players’
possible strategies, until they arrive at a certain Nash
equilibrium. It has been shown ([2]) that the linear
tracing procedure determines a unique Nash equilib-
rium for almost every game. In this section we shall
explore the linear tracing procedure from a different
perspective, focusing on characterizing the set of pri-
ors associated with a certain Nash equilibrium under
the linear tracing procedure.

Let us begin with some basic notations and concepts.
Let G = 〈I, {Si}, {ui}〉i∈I be a finite non-cooperative
strategic form game, where I denotes a finite set of
players, and Si denotes the finite set of pure strate-
gies of player i, and ui : S → R denotes a continuous
payoff function of this player (where S =

∏
i∈I Si).



As usual, we can extend the strategy space to in-
clude mixed strategies. In general, we let ∆i rep-
resent the set of mixed strategies of player i, and sim-
ilarly ∆ =

∏
i∈I ∆i. Likewise, the payoff function of a

given player i can be extended in the standard way to
the set of all mixed strategy combinations ∆, and we
usually write ui(δ) for the expected payoff of player
i when δ ∈ ∆ is played. Let δ−i denote the strat-
egy combination (δ1, . . . , δi−1, δi+1, . . . , δn). For any
δ−i ∈ ∆−i, the set of player i’s best responses given
δ−i is defined as Bi(δ−i) = {δi ∈ ∆i : ui(δi, δ−i) ≥
ui(δ′i, δ−i) for all δ′i ∈ ∆i}. A strategy profile δ∗ ∈ ∆
is a Nash equilibrium of G if and only if each player’s
strategy is a best response to the other players’ strate-
gies, i.e., δ∗i ∈ Bi(δ∗−i) for every player i ∈ I. Hence-
forth, the set of all Nash equilibria of the game G will
be denoted by NE(G). Also, we shall assume that
some finite non-cooperative game G is already given.

The linear tracing procedure is a mapping ϕ from the
strategy space ∆ into the equilibrium set NE(G). It
transforms each strategy profile into a certain Nash
equilibrium of the game G. In order to define the lin-
ear tracing procedure, consider a one-parameter fam-
ily of auxiliary games Γt,p with t ∈ [0, 1] and p ∈ ∆.
Each game Γt,p is of the same structure as the origi-
nal game G, except for the payoff functions. In Γt,p,
for each δ ∈ ∆, each player i’s payoff function ut,p

i

satisfies

ut,p
i (δi, δ−i) = tui(δi, δ−i) + (1− t)ui(δi, p−i)

where ui is player i’s payoff function in the original
game G. Obviously, u1,p

i (δi, δ−i) = ui(δi, δ−i), which
implies that Γ1 = G. While, for t = 0 the game
Γ0,p decomposes into n independent and separate one-
person maximization problems, one for each player.
Now consider the equilibrium correspondence ψ : t→
NE(Γt,p) for t ∈ [0, 1] and p ∈ ∆:

ψ = {(t, δ) | t ∈ [0, 1], δ ∈ NE(Γt,p)}

Let ϕ = ϕ(G, p) be the graph of the correspondence
ψ. Thus, any point x of graph ϕ has the mathematical
form x = (t, δ), where t is a specific t value whereas δ
is an equilibrium point of the corresponding auxiliary
game Γt. Note that the graph is not always a func-
tion. It can be shown that the graph ϕ contains at
least one distinguished path L, the so-called feasible
path, which connects a starting point x0 = (0, δ0) with
an end point x1 = (1, δ∗). Hence, for a given game G
and for a given prior strategy p ∈ ∆, we call Θ a linear
tracing procedure if it consists in selecting an outcome
q∗ by tracing a feasible path L from its starting point
x0 = (0, δ0) to its end point x1 = (1, δ∗). And δ∗ will
be called the outcome of the linear tracing procedure
Θ. Figure 3 shows the graph of a linear tracing proce-
dure for the game in Figure 1. For this linear tracing

procedure, B′′′B′′C ′′C ′C is the unique feasible path
and the equilibrium E3 (point C) is the outcome.
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Figure 3: The linear tracing procedure based on p

The linear tracing procedure will always lead to at
least one equilibrium, and select one unique equilib-
rium as the solution for “almost all” games1. The
linear tracing procedure is called feasible if the graph
ϕ = ϕ(G, p) contains at least one feasible path L, and
is called well-defined ifX contains exactly one feasible
path L. It can be shown that, for any possible pair
(G, p), the linear tracing procedure is always feasible
but is not always well-defined. In light of its funda-
mental importance, we state this result as follows.
Proposition 1. ([2]) For any possible choice of game
G and prior vector p, the linear tracing procedure is
always feasible. However, for some choices of G and
p, the linear tracing procedure is not well-defined.2

It is worth noting that the above proposition tells us
nothing about the set of priors associated with a cer-
tain Nash equilibrium. There are several interesting
questions that are worthy of further investigation. For
instance, is the set non-empty, closed or convex? Be-
fore considering these problems, we first define the
concept of source sets as follows.
Definition 2. For a given game G and a strategy
δ∗ ∈ NE(G), the source set for δ∗, denoted by Φ(δ∗),
is defined as the set of all prior strategies, based on
which the linear tracing procedure yields the Nash
equilibrium δ∗ as outcome.

Our next proposition shows that for each Nash equi-
librium δ∗, its source set always includes itself as an

1See Harsanyi and Selten ([2]) for a more detailed explana-
tion of the term “almost all”.

2The proof provided by Harsanyi and Selten is heavily de-
pendent on the result showing that the logarithmic tracing pro-
cedure (also introduced by them) is always well defined. It is
worth pointing out that a mathematical proof of feasibility of
the linear tracing procedure can be easily derived from a the-
orem given in [7]. Using techniques from the field of algebraic
geometry, Schanuel et al. first show that the logarithmic trac-
ing procedure always connects the prior strategy to exactly one
equilibrium point. Based on this result, one can argue that the
feasibility of the linear tracing procedure is exactly a limit case
of the feasibility of the logarithmic tracing procedure. More re-
cently, Herings ([4]) directly shows the feasibility of the linear
tracing procedure without appealing to the logarithmic trac-
ing procedure. The two simple proofs provided by Herings
are based on theorems related to the fixed-point theorems of
Brouwer and Kakutani.



element, and is thus non-empty.
Proposition 3. Let G be a finite non-cooperative
game. For each Nash equilibrium δ∗ of game G, δ∗
belongs to its own source set, i.e., δ∗ ∈ Φ(δ∗).3

Next, we might ask whether the source sets are closed
under the topology of pointwise convergence. To char-
acterize the closure property of source sets, we must
first introduce the concept of pointwise convergence
on the strategy space of a game G, as well as that of
a limit point of a set. Recall that we are considering
only games with a finite number of pure strategies.
Thus, the topology that we are considering is rela-
tively easy to work with. We now define pointwise
convergence as follows.
Definition 4. Let ∆ be the strategy space of a finite
game G = 〈I, {Si}, {πi}〉. A sequence {δr} converges
pointwise to δ ∈ ∆, denoted by {δr} → δ, if for each
player i ∈ I, all si ∈ Si, and all ε > 0, there exist
some k such that |δj

i (si) − δi(si)| < ε for each j ≥ k.
And δ is called the limit point of the sequence {δr}.

Let us compare pointwise convergence and uniform
convergence defined in the following sense. We say
that a sequence {δr} converges uniformly over play-
ers’ strategies to δ if for all ε > 0, there exists some
k such that for each player i, all si ∈ Si, and all
j ≤ k, it holds that |δj

i (si)− δi(si)| < ε. Clearly, uni-
form convergence is a stronger concept, and always
implies pointwise convergence, but not vice versa. In
our framework, however, pointwise convergence im-
plies uniform convergence, since the set of players is
finite, as well as each player’s set of pure strategies.

In this paper, a point p ∈ ∆ is called a limit point of
the source set Φ(δ∗) if there exists some sequence {pr}
such that each element of {pr} belongs to Φ(δ∗) and
{pr} → p. We shall employ the notion of limit points
to obtain a characterization of closed sets. Loosely
speaking, a set A is closed in a space X if it con-
tains all its limit points. Our main result is that the
source sets of Nash equilibria are always closed. More
formally:
Proposition 5. Let G be a finite non-cooperative
game and δ∗ be a Nash equilibrium of G. If p ∈ ∆ is
a limit point of the source set Φ(δ∗), then p ∈ Φ(δ∗).

We now give some definitions and lemmas that will
be used in the proof of the foregoing proposition.
Definition 6. Let Gr = 〈Nr, (Sr

i ), (πr
i )〉 be a finite

non-cooperative game with r = 1, 2, . . .. A sequence
of games {Gr} converges to a game G if all the games
in question have the same set of players Nr = N and

3Proofs not given in the main text can be found in the Ap-
pendix.

the identical set of pure strategies Sr
i = Si, and the

payoff function πr
i converges uniformly to πi, that is,

for all ε > 0, there exists some k such that for each
player i ∈ I, all s ∈ S and for all j ≥ k, it holds that
|πj

i (s)− πi(s)| < ε.

Obviously, it follows from the definition that the se-
quence {Gr} converges to G if all games under con-
sideration share the same set of players Nr = N and
strategy space ∆r = ∆ and, moreover, the payoff
function ur

i converges uniformly to ui. We say that
a game G is the limit game of a sequence of games
{Gr} if the sequence converges to G. The following
lemma can be regarded as a special version of the well-
known result ([1]) in game theory, which relates the
Nash equilibria of a convergent sequence of games to
the Nash equilibria of the limit game.
Proposition 7. Let {Gr} be a sequence of finite non-
cooperative games converging to G. If the strategy
profiles δr are Nash equilibria of Gr respectively with
{δr} → δ, then δ is a Nash equilibrium of game G.

Now consider a sequence of prior strategies {pr},
which converges to a prior strategy p. It is easy
to verify that for each t ∈ [0, 1] the sequence of
games {Γt

pr} converges to the game Γt
p. In order

to see this, let us recall that in game Γt
pr the pay-

off function ut
i,pr : ∆ → R is given by ut

i,pr (δi, δ−i) =
tui(δi, δ−i) + (1 − t)ui(δi, p

r
−i), where ui denotes the

payoff function of the original game G. Since the pay-
off function ui is assumed to be continuous, it directly
follows from {pr} → p that {ut

i,pr} converges to ut
i,p.

Moreover, if a sequence {tm} converges to t where
tm, t ∈ [0, 1], then it still holds that the sequence of
games {Γtm

pr } converges to the game Γt
p, since the se-

quence {utm,r
i } of payoff functions converges to ut

i.
Thus, it follows from the above lemma that the limit
of Nash equilibria relative to the sequence of games is
the Nash equilibrium of the limit game in both cases.
These noteworthy facts turn out to play a significant
role in the proof of the closure property of source sets.
We now state the foregoing results as follows.
Corollary 8. Suppose that {pr} → p and t ∈ [0, 1]
where pr, p ∈ ∆. If δr are Nash equilibria relative to
game Γt

pr with {δr} → δ, then δ is a Nash equilibrium
of game Γt

p.
Corollary 9. Suppose that {pr} → p and {tm} → t
where tm, t ∈ [0, 1] and pr, p ∈ ∆. If δm,r are Nash
equilibria relative to game Γtm

pr with {δm,r} → δ, then
δ is a Nash equilibrium of game Γt

p.

Let us turn to the convexity of source sets. In some
games, the source sets are convex, in the sense that
any mixture combination between two strategies from
a source set also belongs to the source set. It is not the



case, however, that convexity holds in general. This
point can be easily illustrated by considering the co-
ordination game in Figure 1. As mentioned before,
this game has three Nash equilibria, i.e., E1, E2, and
E3. It can be verified by simple computation that the
source sets of these three Nash equilibria can be de-
scribed as shown in Figure 4. In particular, the source
set of E1 consists of all points within the area AHEF ,
the source set of E2 consists of all points within the
area BCDFEH, and the source set of E3 consists of
all points lying on the border segment HEF . Clearly,
the source sets of the equilibria E1 and E3 are not
convex.
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Figure 4: The source Sets

3 Robustness to Sets of Probabilities

As we mentioned above, the purpose of the linear trac-
ing procedure is to provide a rational and effective
mechanism for selecting a Nash equilibrium as the so-
lution of non-cooperative game. Now let us recall how
the linear tracing procedure works. The linear trac-
ing procedure is not merely an examination of the
game itself. Instead, we invoke a sequence of hypo-
thetical games to investigate how the equilibria of the
original game behave in auxiliary games. It is worth-
while to note that these auxiliary games are also non-
cooperative, and typically resemble the original game
in other respects. In other words, the auxiliary games
themselves are also amenable to the linear tracing pro-
cedure. Therefore, it seems reasonable to apply the
linear tracing procedure recursively to solve these aux-
iliary games. In this section, we will investigate such
recursive applications of the linear tracing procedure.

Consider the finite non-cooperative strategic form
game G = 〈I, {Si}, {ui}〉i∈I and the linear tracing
procedure for G as described in Section 2. Let p ∈ ∆
be one prior strategy and define a one-parameter fam-
ily of auxiliary games Γt

p with t ∈ [0, 1]. Generally
speaking, any such game Γt

p will be a game of the
same structure as the original G except for the pay-
off functions. More precisely, Γt

p can be specified as
Γt

p = 〈I, {Si}, {ut
i}〉i∈I , where, for each δ ∈ ∆, the

payoff function ut
i is defined by

ut
i(δi, δ−i) = tui(δi, δ−i) + (1− t)ui(δi, p−i).

Now let us consider an application of the linear tracing

procedure to the game Γt
p for some t ∈ [0, 1]. That

is, for some t ∈ [0, 1] assume that Γt
p is the original

game, denoted by Gt. Define a one-parameter family
of auxiliary games Λt′ with t′ ∈ [0, 1] as follows. Given
a prior strategy p′ ∈ ∆, game Λt′ can be defined as
Λt′

p′ = 〈I, {Si}, {µt′

i }〉i∈I , where, for each δ ∈ ∆, the
payoff function µt′

i satisfies

µt′

i (δi, δ−i) = t′ut
i(δi, δ−i) + (1− t′)ut

i(δi, p
′
−i).

It was shown in Proposition 2 that the source set of
any equilibrium point for the original game G is not
empty. In order to examine the robustness of an equi-
librium, we focus on how its source set changes when
applying the linear tracing procedure recursively to
the auxiliary games.

Before entering into further analysis of the source set,
we first consider one interesting case: what happens
if, throughout the recursive application of the linear
tracing procedure, we always use the same prior as a
starting point? Suppose that δ∗ is an equilibrium of
game G, and p is an element of the source set of δ∗,
that is, p ∈ Φ(δ∗). Now consider the games Γt

p, which
can be represented as Γt

p = 〈I, {Si}, {ut
i}〉i∈I , where,

for each δ ∈ ∆, the payoff function ut
i satisfies

ut
i(δi, δ−i) = tui(δi, δ−i) + (1− t)ui(δi, p−i).

Then apply the linear tracing procedure to game Γt
p

with the same prior p. As mentioned above, we have
to consider a new one-parameter class of auxiliary
games Λt′

p = 〈I, {Si}, {µt′

i }〉i∈I with t′ ∈ [0, 1], where,
for each δ ∈ ∆, the payoff function µt′

i satisfies

µt′

i (δi, δ−i) = t′ut
i(δi, δ−i) + (1− t′)ut

i(δi, p−i).

Obviously, Λ0
p = Γ0

p, since the payoff functions are
identical, that is, µ0

i = u0
i . For the same reason, we

have Λ1
p = Γt

p. Thus, the class of auxiliary games Λt′

p

is a subset of the family of auxiliary games Γt
p with

respect to the game G. In other words, when consid-
ering the linear tracing procedure applied to the game
Γt

p, we are in fact investigating a smaller subset of the
family of auxiliary games generated by the linear trac-
ing procedure applied to the original game. Hence, we
can show that whenever δ∗ is an equilibrium point of
game Γt

p, the linear tracing procedure starting from
p always feasibly leads to δ∗. On the basis of this
observation, the following result is immediate:
Theorem 10. Let G = 〈I, {Si}, {ui}〉i∈I be a finite
non-cooperative strategic form game, and let δ∗ be one
equilibrium point of G. If p ∈ Φ(δ∗) and δ∗ is a Nash
equilibrium of game Γt

p, then p is an element of the
source set of δ∗ with respect to game Γt

p.



Now we can ask: given a certain equilibrium, under
what constraint would a prior strategy belong to its
source set throughout the recursive application of the
linear tracing procedure? It turns out that, whenever
the equilibrium δ∗ under consideration maximizes the
expected payoff for each player with respect to the
prior strategy p, then p is always an element of the
source set of δ∗ pertaining to game Γt

p for any t ∈
[0, 1]. More precisely, we have:

Theorem 11. Let G = 〈I, {Si}, {ui}〉i∈I be a finite
non-cooperative strategic form game, and let δ∗ be an
equilibrium point of G. For any t ∈ [0, 1], if δ∗ maxi-
mizes all players’ expected payoffs with respect to the
prior strategy p, then p ∈ Φt(δ∗) with respect to Γt

p.

Clearly, the prior strategy determines how far into
the recursive application of the procedure the prior p
remains an element of a source set of the same equilib-
rium. This suggests that, when recursively applying
the linear tracing procedure, the duration in which the
prior strategy p belongs to the same source set can be
considered a measure of the stability of p. According
to the foregoing theorem, when a certain Nash equi-
librium δ∗ maximizes all the players’ expected payoffs
with respect to a prior p, then p is the most stable ele-
ment of the source set of δ∗. This is because the linear
tracing procedure that begins with p always points to
the same equilibrium δ∗. Thus, we can say that such
a prior strategy p is maximally stable with respect to
δ∗. We now define the measure of stability.

Definition 12. Given a finite non-cooperative strate-
gic form game G and one equilibrium δ∗, the stabil-
ity of a prior strategy p ∈ ∆ with respect to δ∗ is
a real-valued function γ on Φ(δ∗), which is defined
as γ(p, δ∗) = 1 − t∗, where t∗ is the smallest value
of t such that p ∈ Φt(δ∗). We say that p is max-
imally stable with respect to δ∗ when γ(p, δ∗) = 1.
The set consisting of all such prior strategies is called
the maximally stable source set of δ∗.

To illustrate the notion of stability with respect to
Nash equilibria, consider the coordination game men-
tioned in section 1. The general description is shown
in Figure 5. In particular, the source set of E1 (the
area AHEF ) can be divided into two parts: the area
AGEI contains all the maximally stable priors with
respect to the equilibrium E1, and the remaining area
consists of the priors with γ(p,E1) < 1. Similarly, the
source set of E2 is composed of the maximally stable
source set ENCM and the rest of the non-maximally
stable prior strategies with γ(p,E2) < 1. In contrast,
the maximally stable source set of the mixed strat-
egy equilibrium E3 consists of only one prior strategy,
namely itself. All other prior strategies in its source
set are not maximally stable with respect to E3.
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Figure 5: The Stability of Prior strategies

For each element p of the source set of a certain equi-
librium, there is a measure of the stability of p, indi-
cating how long the prior p remains associated with
the same source set in the recursive application of
the procedure. Recall from the previous section, that
the source set of each equilibrium is non-empty and
closed. Note that all the intermediate games invoked
by the linear tracing procedure are closely related to
the original game. Thus, the stability of the prior
strategies under the recursive application of the lin-
ear tracing procedure indicates the robustness of the
Nash equilibria with respect to the original game. On
the basis of t-value as a measure for the stability of the
priors, it is reasonable to employ the stability measure
to compare the robustness of the Nash equilibria of a
given game.

Before we define the measure of robustness, let us in-
formally motivate the very idea of introducing sets of
probabilities into the game-theoretic framework. As
mentioned above, there are many games that have
multiple Nash equilibria. This fact has given rise to
a wide discussion of the equilibrium refinement prob-
lem in game theory. We believe that the linear tracing
procedure is an appropriate mathematical mechanism
for comparing Nash equilibria, since it accords with
a common intuition regarding relative degrees of risk
associated with different Nash equilibria. As men-
tioned above, the linear tracing procedure invokes a
family of auxiliary games closely resembling the origi-
nal game in question. Thus, by applying it recursively
to the auxiliary games, we provide further information
about the original game. In fact, it indicates the sta-
bility of one prior strategy with respect to a certain
Nash equilibrium.

On the other hand, the linear tracing procedure as-
sumes that all players employ the same probability
distribution to represent their initial beliefs about the
other players’ likely strategy choices. In their analy-
sis, Harsanyi and Selten choose a single probability
distribution to express the uncertainty among play-
ers regarding which strategy the others would adopt.
In decision theory, however, there are numerous sug-
gested methods to represent decision makers’ uncer-
tainty besides using a single probability. Some salient
approaches involve modelling uncertainty using sets
of probabilities, upper and lower probabilities, upper



and lower previsions, and belief functions ([9]).

Here we want to employ a non-trivial, convex set
of probability measures P to represent all players’
ignorance about the other players’ likely behaviors.
More precisely, we want to extend Harsanyi and Sel-
ten’s framework framework by employing sets of prior
strategies, rather than one single prior, to represent
players’ initial beliefs. Note that each of the prior
strategies under consideration leads to a certain equi-
librium under the linear tracing procedure, which sim-
ply means that it belongs to the source set of that
equilibrium. Moreover, when we recursively apply the
linear tracing procedure to the auxiliary games, we
can determine the stability measure associated with
each of the prior strategies with respect to a certain
equilibrium. Based on these measures of stability, we
can now define the robustness of equilibria with re-
spect to a set of prior strategies as follows.
Definition 13. Let G be a finite non-cooperative
strategic form game, and let the players’ initial beliefs
about the other players’ possible behaviors be repre-
sented by a set of prior strategies P. The robustness
of an equilibrium δ∗ with respect to P is defined as
R(δ∗,P) = min

p∈P
γ(p, δ∗), i.e., the minimum stability

index associated with the priors with respect to P.

This notion can be regarded as a further refinement
of Nash equilibria based on the stability measures of
the priors under the iterative application of the linear
tracing procedure. Basically, one equilibrium is more
robust than another if the least stability index asso-
ciated with the elements of its source set is higher
than the one associated with the other equilibrium
under the recursive application of the linear tracing
procedure. Given certain sets of prior strategies, we
employ the maximin principle to assess the robustness
of equilibria, where uncertainty is represented by sets
of probabilities. That is, we select the equilibrium
that maximizes the possible minimum stability of the
prior strategies in its source set.

In order to illustrate the idea, let us consider an ε-
contaminated class of probabilities given by M =
{(1 − ε)P + εQ,Q ∈ P}, where P is a particular
prior distribution and ε is a fixed number in [0, 1]. P
is the class of probability distributions that represents
the possible deviations of the prior P . And the fixed
ε represents the degree of contamination that players
want to introduce into P .
Example 14. (ε-contamination under equilibria
coordination) Consider the game described above.
Suppose that all players believe that they will play
the game in a coordination way. That is, the play-
ers collectively choose some mixed strategies involv-
ing the equilibria E1, E2, and E3. Let P = {Q :

Q = p1E1 + p2E2 + p3E3, where p1 + p2 + p3 = 1}.
Figure 6 (the dark segment on the diagonal AC) il-
lustrates the corresponding ε-contaminated class P =
{(1−ε)P+εQ,Q ∈P} when P (E1) = 7

10 , P (E2) = 1
5 ,

P (E3) = 1
10 and ε = 0.2, which represents the players’

initial beliefs. Observe that each prior in P is max-
imally stable with respect to either E1, E2, or E3.
Thus, R(E1,M) = R(E2,M) = R(E3,M) = 1. This
suggests that in this game when all players believe
they will coordinate on an equilibrium, the notion of
maximin robustness proposed here does not distin-
guish among these equilibria.

AD
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Figure 6: ε-contaminated class

Example 15. (Coordination failure) Reconsider
the same game again. Suppose that all players ini-
tially believe that they will fail to coordinate with
small probability. More precisely, the players believe
that they will mostly choose a strategy from the ε-
contaminated class P, or otherwise adopt the strategy
D = (s12, s21) with some probability in [0.05, 0.2]. In
this case, the players’ initial beliefs can be represented
by P ′ = {(1 − α)P + αD, 0.05 ≤ α ≤ 0.2}, which is
illustrated by the grey area in Figure 6. Simple cal-
culation gives us the following result: for all p ∈ P,
57
64 = 0.89̄ ≤ γ(p,E1) ≤ 1, 375

482 = 0.78̄ ≤ γ(p,E2) ≤
1, and γ(p,E3) = 0. Thus, R(E1,P ′) = 0.89̄,
R(E2,P ′) = 0.78̄, and R(E3,P ′) = 0. Thus, accord-
ing to the notion of maximin robustness we defined,
E1 is the most robust equilibrium with respect to P ′.

4 Conclusion

Why should one Nash equilibrium be more likely to be
played than any other in a game? There is a large lit-
erature providing different criteria for selecting a par-
ticular equilibrium among many. Harsanyi and Selten
propose a notion of risk dominance based on the linear
tracing procedure. Here we do not attempt to address
the issue of whether risk dominance is an appropriate
criterion for equilibrium comparison. Instead, we ex-
tend the manner in which the linear tracing procedure
is applied, as well as to replace a single probability
distribution with sets of priors to represent players’
uncertainty about strategy choices.

We first showed that, for any Nash equilibrium, its
source set is always nonempty and closed, but not



necessarily convex. We then considered a recursive
application of the linear tracing procedure onto se-
quences of hypothetical games generated by the pro-
cedure itself. Based upon this, we formalized a notion
of stability of priors, as well as a sufficient condition
for characterizing the set of maximally stable priors
with respect to certain Nash equilibria. Finally, we in-
troduced a notion of maximin robustness of equilibria
by considering the recursively applied linear tracing
procedure when uncertainty is represented by a set
of probabilities rather a single probability measure.
We employed the maximin criterion to measure the
robustness index associated with the Nash equilibria
related to certain sets of prior strategies under the
recursive procedure. The approach considered here
is thus meant to demonstrate how one might accom-
modate the idea of imprecise probabilities within the
traditional game-theoretic framework.

In the future, we intend to continue our examination
of robustness in more general games, for instance sym-
metric games. This would provide further character-
ization about how sets of probabilities can be inco-
porated within game-theoretic framework. We shall
also compare this approach to other existing theories
of equilibrium refinement to investigate the relation-
ships among them. Moreover, we shall consider the
possibility of developing a new solution concept based
on sets of probabilities that possesses more appealing
features.

Acknowledgements

I am particularly grateful to my supervisor, Professor
Teddy Seidenfeld for valuable discussions, supervision and
encouragement. And I would like to thank Assistant Pro-
fessor Kevin Zollman and two anonymous referees for de-
tailed and useful comments.

Appendix

Proof of Proposition 3: Let G be a finite non-
cooperative game. Assume that δ∗ ∈ ∆ is a Nash equi-
librium of G. We must show that δ∗ ∈ Φ(δ∗). In fact,
we need to show that for the prior strategy δ∗ the linear
tracing procedure will feasibly select δ∗ as the outcome.

Consider the games Γt invoked by the linear tracing proce-
dure based on δ∗. We will show that δ∗ is a Nash equilib-
rium for any game Γt for t ∈ [0, 1], which of course suffices
to establish the result that δ∗ ∈ Φ(δ∗).

According to the definition of Nash equilibrium, we have
that δ∗i ∈ Bi(δ∗−i) for every player i. More precisely, it
means that for any player i

δ∗i ∈ Bi(δ∗−i) = {δi ∈ ∆i | ui(δi, δ
∗
−i) ≥

ui(δ′i, δ∗−i), ∀δ′ ∈ ∆i}.

Consider first the separable game Γ0. Since the strategy δ∗
is the prior strategy, the payoff functions for each player
i are given by u0

i (δi, δ−i) = ui(δi, δ
∗
−i) for any δi ∈ ∆i.

Thus, for any δ ∈ ∆ the best response correspondence B0
i

can be represented by B0
i (δ−i) = {δi ∈ ∆i | ui(δi, δ

∗
−i) ≥

ui(δ′i, δ∗−i), for all δ′i ∈ ∆i}. Clearly, it implies B0
i (δ−i) =

Bi(δ∗−i) for any δ ∈ ∆. We then have that δ∗i ∈ B0
i (δ∗−i)

for every player i, and thus δ∗ ∈ NEΓ0 .

Now, let us consider the generic games Γt. First, the pay-
off functions for each player i are given by ut

i(δi, δ−i) =
tui(δi, δ−i) + (1 − t)ui(δi, δ

∗
−i). Thus, the best response

correspondence Bt
i can be represented as follows.

Bt
i (δ−i) = {δi ∈ ∆i | tui(δi, δ−i) + (1− t)ui(δi, δ

∗
−i)

≥ tui(δ′i, δ−i) + (1− t)ui(δ′i, δ∗−i),∀δ′i ∈ ∆i}.

In particular, Bt
i (δ∗−i) = {δi ∈ ∆i | tui(δi, δ

∗
−i) + (1 −

t)ui(δi, δ
∗
−i) ≥ tui(δ′i, δ∗−i) + (1 − t)ui(δ′i, δ∗−i), ∀δ′i ∈ ∆i}.

It follows that

Bt
i (δ∗−i) = {δi ∈ ∆i | ui(δi, δ

∗
−i) ≥ ui(δ′i, δ∗−i),∀δ′i ∈ ∆i},

which is independent of the value of t. This means that
Bt

i (δ∗−i) = Bi(δ∗−i) for each player i.

Hence we have that δ∗i ∈ Bt
i (δ∗−i) for every player i, and

thus δ∗ ∈ NE(Γt) for t ∈ [0, 1]. We can therefore conclude
that δ∗ ∈ Φ(δ∗). �

In order to prove our main result (Proposition 5), we need
to show some properties concerning Nash equilibria of con-
vergent sequences of games. Since the results are required
in proving the main result, we first present their proofs.

Proof of Proposition 7: Suppose that {Gr} converges
to game G. Assume for contradiction that δ is not a Nash
equilibrium of the limit game G. Then there exists some
player i with some ti ∈ ∆i such that

ui(δ) < ui(ti, δ−i).

First, note that {Gr} converges to G which thus implies
that ur

i converges uniformly to ui. Thus we can find a
continuous approximation of ui, denoted by uj

i , such that

uj
i (δ) < uj

i (ti, δ−i).

Moreover, we know that the sequence {δr} converges
pointwise to δ, and thus converges uniformly to δ. Hence,
when j is large enough, we have that

uj
i (δj) < uj

i (ti, δj
−i),

which contradicts the assumption that δj is a Nash equilib-
rium of game Gj . Therefore, δ must be a Nash equilibrium
of the limit game G. �

Proof of Corollary 8: Suppose that pr → p and
t ∈ [0, 1]. First, we show that the sequence of games {Γt

pr}
converges to game Γt

p. As described in the linear tracing
procedure, the sets of players and the strategy spaces, de-
noted by I and ∆ respectively, are all the same as the
original game G. Note that the payoff function of game
Γt

pr is given by

ut
i,pr (δi, δ−i) = tui(δi, δ−i) + (1− t)ui(δi, p

r
−i)



where ui is the player i’s payoff function in the original
game G. Note that the first term on the right side is inde-
pendent of pr. And since it is assumed that ui is contin-
uous, it thus follows from {pr} → p that {ut

i,pr} converge
to ut

i,p. Hence, the sequence {Γt
pr} converges to Γt

p. More-
over, it is assumed that δr are Nash equilibria relative to
game Γt

pr with {δr} → δ. Therefore by Proposition 7, δ is
a Nash equilibrium of the limit game Γt

p. �

Proof of Corollary 9: Suppose that {pr} → p and
{tm} → t where tm, t ∈ [0, 1] and pr, p ∈ ∆. In order to
apply Proposition 7, we have to show that the sequence
of games {Γtm

pr } converges to game Γt
p. Similarly, we have

that the sets of players and the strategy spaces are all
the same as the original game G, denoted by I and ∆ re-
spectively. Now consider the payoff function of game Γtm

pr

which is defined as

utm

i,pr (δi, δ−i) = tmui(δi, δ−i) + (1− tm)ui(δi, p
r
−i)

where ui is the player i’s payoff function in the original
game G. Note that ui is assumed to be continuous. And
since {tm} → t and {pr} → p, it implies that {utm

i,pr}
converge to ut

i,p. Thus, according to the defintion of con-
vergent sequence of games, we have that the sequence of
games {Γtm

pr } converges to game Γt
p. And since it is as-

sumed that δm,r are Nash equilibria relative to game Γtm

pr

with {δm,r} → δ, it follows from Proposition 7 that δ is a
Nash equilibrium of the limit game Γt

p. �

With the aid of the foregoing results, we can now present
the proof of our main result in section 2.

Proof of Proposition 5: Let p ∈ ∆ be a limit point
of the source set Φ(δ∗). This means that there exists
some sequence of priors {pr} such that pj ∈ Φ(δ∗) for
each pj ∈ {pr} and {pr} pointwise converges to p, i.e.,
{pr} → p. According to the definition, pj ∈ Φ(δ∗) means
that there exists a feasible path, denoted by Lpj , connect-
ing the starting point δ0

pj and the end point δ∗, where δ0
pj

is a Nash equilibrium of the game Γ0
pj corresponding to the

separable game that used pj as the prior strategy. Here
for t ∈ [0, 1] and pj ∈ {pr}, we let Γt

pj denote the game
generated by using pj as the prior strategy, and let δt

pj de-
note the Nash equilibrium point(s) of game Γt

pj appearing
on the feasible path Lpj .

We must show that there exists a feasible path Lp for p
which connects some equilibrium point(s) of game Γ0

p to
δ∗. Clearly, the set of t-values T is totally bounded, and
thus can be covered by finitely many sets, each of which is
centered at a point of T with diameter at most ε, for any
ε > 0. Now let ε > 0. The set T can then be written as
the union of finitely many sets with diameters < ε. Let us
denote these sets by T1, . . . , Tm. To show the existence of
such a feasible path Lp, let us consider whether infinitely
many feasible paths of {Lpj} have continuous segments of
equilibrium points for the corresponding games at these
sets T1, . . . , Tm.

Case 1 : There is no such set where infinitely many fea-
sible paths of {Lpj} have continuous segments of equilib-
rium points. This implies that either all the feasible paths

are straight lines or only finite many feasible paths have
continuous segments of equilibrium points somewhere.

First, consider the former case. Since all the feasible paths
Lpj are straight lines passing from some points to the same
point δ∗, these feasible paths thus can be fully character-
ized by the corresponding slopes of the lines. Note that
we are considering only finite games. It thus follows that
the strategy space can be viewed as a subset of a finite-
dimensional Euclidean space Rn, and the slopes of the fea-
sible paths must be bounded to a certain region. Recall
that by the Bolzano–Weierstrass theorem, each bounded
sequence in Rn has a convergent subsequence. Thus,
there exists a convergent subsequence of the slopes of the
straight feasible paths, which means that there exists some
subsequence of the straight feasible paths converging to a
straight line determined by the limit slope, denoted by
Lp. And we know that each feasible path corresponds to
a prior strategy in the sequence {pr}, and, therefore, that
convergent subsequence of the straight feasible paths also
correspond to a convergent subsequence of {pr}, denoted
by {pr′

}. Of course, the subsequence {pr′
} must converge

to the same limit as {pr′
}, that is {pr′

} → p.

Now consider the subsequence {pr′
} converging to p. As

pointed out above, for each t ∈ [0, 1] the sequence of games
{Γt

pr′ } converges to Γt
p. Since that subsequence of the

straight feasible paths converges to a straight line Lp, the
sequence of Nash equilibria {δt

pr′ } thus converges to δt
p for

each t ∈ [0, 1]. It thus follows from Corollary 9 that δt
p

must be a Nash equilibrium of game Γt
p, which shows that

each point of the straight line Lp is one Nash equilibrium
of the corresponding game Γt

p. Hence, the straight line Lp

is a feasible path for p which connects some starting point
belonging to Γ0

p to the end point δ∗.

Now, consider the latter case, where only finite many
feasible paths have continuous segments of equilibrium
points somewhere. We can always ignore such feasible
paths and only consider the other infinitely many feasible
paths that are straight lines. Since each feasible path is
associated with a prior pj , there thus exists some subse-
quence {pr′

} corresponding to these infinitely many feasi-
ble paths. Hence, the above argument can be applied to
this subsequence {pr′

}. Therefore, in this case we have
that there exists one feasible path Lp for p as well.

Case 2 : There exists one and only one set, say Tk, where
infinitely many feasible paths of {Lpj} have continuous
segments of equilibrium points. Assume that the set Tk is
centered at tk. Similarly, we have that there exists some
subsequence {pr′

} corresponding to these infinitely many
feasible paths, and {pr′

} → p. We are going to show that
there exists a feasible path Lp for p.

Note that all or infinitely many feasible paths of {Lpj} do
not have any continuous segments in the interval (tk, 1].
This means that there are infinitely many feasible paths
that are straight lines in (tk, 1]. A similar argument as
that of case 1 shows that these infinitely many feasible
paths converge to Lp in (tk, 1].



Now consider the set Tk. As described above, Tk is a
set centered at tk with diameter< ε where ε is arbi-
trarily small. We have that {pr′

} → p, and the cor-
responding feasible paths of {pr′

} have continuous seg-
ments of equilibrium points at Tk. Then, according to the
Bolzano–Weierstrass theorem, there exists a subsequence
{pr′′
} of {pr′

} such that {pr′′
} uniformly converges to p

with {tm} → tk. Thus the corresponding continuous seg-
ments of equilibrium points uniformly converge to one con-
tinuous segment of equilibrium points for the game Γtk

p .
This implies that there exists one continuous segment of
equilibrium points of the game Γtk

p . Next, we show that
the coming-in and coming-out points are exactly the two
endpoints of this continuous segment. The reason is that
the coming-in and coming-out points should be the limits
of the coming-in and coming-out points of the infinitely
many paths corresponding to {pr′′

}, which must coincide
with the the limits of the endpoints of these infinitely
many paths. So far we have established that there ex-
ists a continuous path from tk to 1, which has a continous
segment at tk.

Note again that there are infinitely many feasible paths
of {Lpj} that are straight line in [0, tk). By a similar
argument as in case 1, these infinitely many feasible paths
converge to Lp in [0, tk). Taking these together, we can
therefore conclude that there exists a feasible path Lp for
p.

We can employ the above argument to examine all the
sets T1, . . . Tk. Since these sets are finite, we know that
there exists a feasible path Lp for p, which implies that
p ∈ Φ(δ∗). �

Proof of Theorem 11: Assume that δ∗ is an equilibrium
of the game G, and δ∗ maximizes all players’ expected
payoff with respect to p. In order to check whether p ∈
Φt(δ∗), let us regard Γt

p as the original game, which can
be represented as Γt

p = 〈I, {Si}, {ut
i}〉i∈I , where, for each

δ ∈ ∆, the payoff function ut
i is defined as

ut
i(δi, δ−i) = tui(δi, δ−i) + (1− t)ui(δi, p−i).

We then consider a new one-parameter class of auxiliary
games Λt′

p = 〈I, {Si}, {µt′
i }〉i∈I with t′ ∈ [0, 1], where, for

each δ ∈ ∆, the payoff function µt′
i is given by

µt′
i (δi, δ−i) = t′ut

i(δi, δ−i) + (1− t′)ut
i(δi, p−i).

Obviously, Λ0
p = Γ0

p, since the payoff functions are identi-
cal, that is, µ0

i = u0
i ; and Λ1

p = Γt
p for the same reason.

In view of this, the class of auxiliary games Λt′
p is a sub-

set of the family of auxiliary games Γt
p with respect to

the game G. In other words, when considering the linear
tracing procedure with respect to game Γt

p, we are merely
examining a small subset of the family of auxiliary games
previously considered.

As was assumed, δ∗ is an equilibrium point of G, that is,
for each player i,

ui(δ∗i , δ∗−i) ≥ ui(δi, δ
∗
−i), for all δi ∈ ∆i.

Moreover, we assume that δ∗ maximizes the expected pay-
off with respect to p, which means that ui(δ∗i , p−i) ≥

ui(δi, p−i) for each player i and each δi ∈ ∆i. From
these two conditions, it is easy to verify that ut

i(δ∗i , δ∗−i) ≥
ut

i(δi, δ
∗
−i) for each player i and each δi ∈ ∆i, which

means that δ∗ is an equilibrium of game Γt
p. Note that

ut
i(δi, p−i) = ui(δi, p−i) for all δi ∈ ∆i. Thus, we have

that ut
i(δ∗i , p−i) ≥ ut

i(δi, p−i) for all δi ∈ ∆i. Together,
these two coniditions, which specfy the best response con-
ditions for games Γt

p and Γ0
p, guarantee the existence of a

feasible path for the equilibrium δ∗. This point can be eas-
ily illustrated by the following inequality: for each player
i and each δi ∈ ∆i

µt′
i (δ∗i , δ∗−i) = t′ut

i(δ∗i , δ∗−i) + (1− t′)ut
i(δ∗i , p−i)

≥ t′ut
i(δi, δ

∗
−i) + (1− t′)ut

i(δi, p−i)

= µt′
i (δi, δ

∗
−i)

Since this inequality holds for each player i and each
t′ ∈ [0, 1], it implies that there exists a feasible path con-
tinuously connecting game Λ0

p to Γt
p. We can therefore

conclude that p ∈ Φt(δ∗) for each t ∈ [0, 1]. �
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